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What is plagiarism?

Plagiarism

Schools &
Colleges

“Plagiarism is the act of presenting words, ideas, images, sounds, 

or the creative expression(s) of the others as your own.”

Research 
Institutes

Universities

Reputation,

Credibility,

Dignity

ROI

= f ( )

Prevention 
Methods

Detection 
Methods

Research and Education Arena

(Anderson, 2009)

(Research resources at plagiarism.org, 2014)
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Plagiarism Taxonomies

Literal
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Problem Statement

Most of plagiarism detection methods are devoted to English 

language in particular and some other languages such as German

and Chinese.

Most of the plagiarism detection methods focus mainly on “literal” 

plagiarism.

Although there are several language-independent techniques for 

plagiarism detection, the accuracy of these systems is not 

satisfactory, especially with morphological and complicated

languages such as Arabic.

Most of the few available solutions for plagiarism detection in 

Arabic text files are not sensitive to changing texts into their 

equivalent, especially with different words and structure.

Language

Type (Literal  vs. Intelligent)
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Challenges in Arabic Language

Literature show that Arabic is highly inflectional, as there are 

about five possible different morphological analyses per word 

on average.

 Prefixes and suffixes can be attached to words in a 

concatenative manner.

A single string can comprise verb inflections, prepositions, 

pronouns, and connectives. Therefore, word lexical 

disambiguation in Arabic text is a challenging task.

For instance, the word المكاتب , transliterated “al-makatib” and 

meaning offices, is derived from the stem مكتب , transliterated 

“maktab” and meaning office, which is derived from the root

كتب transliterated “katab” and meaning to write.
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Plagiarism Detection Methods

Plagiarism Detection 
System

Query Document
dq

[Collection 
Documents D]

Suspicious Sources

There are mainly two categories of methods to detect similarity in free 

texts (Alzahrani, Salim, & Abraham, 2012): Stylometry - based methods 

and content-based methods. On the other hand, plagiarism detection 

systems works in either intrinsic or extrinsic manners.
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The most prominent products include:-

Turnitin (www.Turnitin.com)

Essay Verification Engine EVE2 (EVE2)

Plagiarism.org

HowOriginal.com

Google.com

Plagiserve.com/MyDropBox

EduTie.com

Glatt Plagiarism Screening Program (GPSP) & Glatt Plagiarism Self-Detection 

(GPSD) Program hosted through Plagiarism.com

CopyCatch (www.copycatchgold.com)

WordCheck Keyword (www.keywordelite.com)

Scriptum (www.scriptum.com)

iThenticate.com

Safe Assignment (www.safeassign.com)

Existing Products

http://www.turnitin.com/
http://www.copycatchgold.com/
http://www.keywordelite.com/
http://www.scriptum.com/
http://www.safeassign.com/
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For Arabic text, there are few research prototypes like 

Arabic Plagiarism Detection tool (APD) (Alzahrani & 

Salim, 2009), Arabic Plagiarism Checker (Menai & 

Bagais, 2011) and Iqtebas 1.0 (Jadalla & Elnagar, 2012).

The Proposed Solution versus Existing Ones
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Morphological Analysis and Syntactic Parsing

Use of synonym thesaurus

Latent Semantic Analysis

“Fingerprinting” Authors

Reference and Citation Tracking

The Research Roadmap
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Detailed Research Objectives

This research work is aiming at carrying on research and 

development to provide a Proof-of-Concept (PoC) towards 

Plagiarism Detection System devoted to Arabic Free Text , 

considering the following features:

Detecting extrinsic plagiarism.

Supporting literal plagiarism, including copy, near copy 

and restructuring.

Supporting intelligent plagiarism, including synonyms.

Feasible extension to support cross-lingual text, in 

further phases. 
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Plagiarism 

Detection 

System for 

Arabic 

Documents

Instructor/

Reviewer

Results

File System

Input Files

Dump Result

Repository API

Search Results

Search Query

Publisher

File Listing Application Parameters

Key Words Indexing

Arabic document similarity analysis.

Potential Beneficiaries
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Proposed Solution Overview

Collection of 
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The Solution Main Data Flow Diagram
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Document Similarity Estimation Method
Pre-processing and Indexing 

PoS Tagging 

(Stanford Parser http://nlp.stanford.edu/software/lex-parser.shtml) 

Tokenization

Stop-words Removal

(Rule-based method using morphological analysis + Lookup table)

Stemming

(Morphological analyzer + Arabic lexical lookups). This 

morphological analyzer was developed based on a linguistic approach.

The stems' lexical indices stored in the dictionary are used to index 

the inflected words, according to the chosen stems.

Morphological analyses are disambiguated, employing the associated 

PoS tag to each inflected word. If there are still more than one possible 

analysis, Levenshtein edit distance is then used to                         

choose the most probable analysis.

http://nlp.stanford.edu/software/lex-parser.shtml
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Document Similarity Estimation Method 
n-gram Phrase Extraction
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Document Similarity Estimation Method 
Document Modelling

TF-IDF Matrix A is an n-by-m rectangular matrix which is 
composed of m vectors [A1, A2, …, Am], where the vector 
Aj represents n-gram phrases contained in document j.

𝐚𝐢,𝐣 =

 
 
 

 
 
𝟏

𝟐
+

𝐏𝐅𝐢,𝐣 ∙ 𝐥𝐨𝐠  
 𝐍 
𝐃𝐅𝐢

 

𝟐 ∙ 𝐦𝐚𝐱
𝐣

 𝐏𝐅𝐢,𝐣 ∙ 𝐥𝐨𝐠  𝐌  
,

𝟎, 𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞

       𝐢𝐟 𝐩𝐡𝐫𝐚𝐬𝐞 𝐢 𝐨𝐜𝐜𝐮𝐫𝐬 𝐢𝐧 𝐝𝐨𝐜𝐮𝐦𝐞𝐧𝐭 𝐣 

Where each vector Aj is composed of n elements ai,j

representing the weighted occurrence frequency of phrase i

in document j. PFi,j represents the occurrence frequency of

phrase i in document j, DFi represents the number of

documents where phrase i occurs, and finally |M| is the

number of all documents
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Document Similarity Estimation Method 
Phrase Analysis and Reduction/Filtering

The phrases existing just in one document are removed right away 

since they are not plagiarized in any other document.

We propose to remove such phrases that are contained in more 

than μ+σ documents, where μ is the mean document frequency and 

σ is the standard deviation from the mean document frequency. In 

other words, it removes all common phrases from the documents.
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Document Similarity Estimation Method 
Phrase Pair-wise Matching

Matching Cost Matrix

Bipartite Matching

Heuristic Matching
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Singular Value Decomposition (SVD)

Document Similarity Estimation Method 
Latent Semantic Analysis (LSA)

j

i

n-by-m n-by-k

k-by-k k-by-m

Ceska, Z.: Plagiarism Detection Based on Singular Value Decomposition. In: A. Ranta, & B. 

Nordström, (Eds.), Lecture Notes in Computer Science, vol. 5221 (Advances in Natural 

Language Processing), pp. 108-119, Springer, Heidelberg (2008)
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Document Similarity Estimation Method 
Document Similarity Normalization

B=S × VT

simSVD = B T × B

sim R, S = simSVD R, S ∙
Nred R . Nred S

min Norig R . Norig S

𝐴 − 𝐴𝑘 𝐹 = 𝑟𝑎𝑛𝑘 𝐵 ≤𝑘
𝑚𝑖𝑛 𝐴 − 𝐵 𝐹 = 𝜎𝑘+1

2 + ⋯+ 𝜎𝑟𝐴
2

Ceska, Z., Fox, C.: The Influence of Text Pre-processing on Plagiarism Detection. In: Re-cent Advances in 

Natural Language Processing, RANLP 2009, pp. 55-59, Borovets, Bul-garia (2009)
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Results and Discussions
Fundamental Experiment

ثاثالأمجالفيوواعدةمفتوحةسوقاتمتلكأنهاعلىالخليجأسواقفيالتجاريةالإحصاءاتتشير•

راتملياالخمسةيفوقماإلىالمنطقةأسواقتضخهاالتيالاستثماراتمجموعيبلغحيثوالديكور

.المنطقةفيالأثاثسوقبهيتمتعالتيالنشاطحجميبينوذلكسنويادولار

ثاثالأمجالفيوواعدةمفتوحةسوقاتمتلكأنهاعلىالخليجأسواقفيالتجاريةالإحصاءاتتشير•

راتملياالخمسةيفوقماإلىالمنطقةأسواقتضخهاالتيالاستثماراتمجموعيبلغحيثوالديكور

.المنطقةفيالأثاثسوقبهيتمتعالتيالنشاطحجميبينوذلكسنويادولار

ثاثالأمجالفيوواعدةمفتوحةسوقاتمتلكأنهاعلىالخليجأسواقفيالتجاريةالإحصاءاتتشير•

لاستثماراتامجموعيبلغحيثالمنطقةفيالأثاثسوقبهيتمتعالتيالنشاطحجميبينوذلكوالديكور

.سنويادولارملياراتالخمسةيفوقماإلىالمنطقةأسواقتضخهاالتي

الديكورمجاليفيوواعدةمفتوحةتجاريةأسواقلديهاالخليجمنطقةأنإلىالإحصاءاتأشارت•

قالسوهذانشاطحجمعلىيدلمماسنويادولارملياراتخمسةالاستثماراتإجماليويتعدىوالأثاث

.الخليجفي

doc1doc2 doc3

doc4
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im

 2

dim 1

ngram=1
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dim 1
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doc1doc2 doc3

doc4
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-0.2

0

0.2

-1.2-1-0.8-0.6-0.4-0.20

d
im

 2

dim 1

ngram=3

1 1 1 0.719186

1 1 1 0.719186

1 1 1 0.719186

0.719186 0.719186 0.719186 1

1 1 1 0.124109

1 1 1 0.124109

1 1 1 0.125589

0.124109 0.124109 0.125589 1

1 1 1 0.038661

1 1 1 0.038661

1 1 1 0.039793

0.038661 0.038661 0.039793 1
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Results and Discussions
Fundamental Experiment

ورالديكمجاليفيوواعدةمفتوحةتجاريةأسواقلديهاالخليجمنطقةأنإلىالإحصاءاتأشارت•

هذانشاطحجمعلىيدلمماسنويادولارملياراتخمسةالاستثماراتإجماليويتعدىوالأثاث

.الخليجفيالسوق

زخرفةالمجاليفيومتفوقةمفتوحةتجاريةبرصةلديهاالخليجبقعةأنإلىالتقييماتأشارت•

وقالسهذانشاطحجمعلىيدلمماسنويادولارملياراتخمسةالانتفاعإجماليويتعدىوالمتاع

.الخليجفي

Substitution of words with their equivalents

ngram = 1

1 1 1 0.764057 0.764057

1 1 1 0.764057 0.764057

1 1 1 0.764057 0.764057

0.764057 0.764057 0.764057 1 1

0.764057 0.764057 0.764057 1 1

ngram = 2

1 1 1 0.233244 0.233244

1 1 1 0.233244 0.233244

1 1 1 0.237958 0.237958

0.233244 0.233244 0.237958 1 1

0.233244 0.233244 0.237958 1 1

ngram = 3

1 1 1 0.094971 0.094971

1 1 1 0.094971 0.094971

1 1 1 0.099419 0.099419

0.094971 0.094971 0.099419 1 1

0.094971 0.094971 0.099419 1 1
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Results and Discussions
Real Experiment 1
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Files

Stop Words
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A real data set consists of

30 Arabic documents was

used to test the capability

of the proposed method in

estimating literal similarity,

without employing the

synonyms component.

These documents were

acquired from students’

Tutor Marked Assignment

(TMA) answer documents of

the Course G131, Kuwait

Civilization History, which is

offered as a Level 1 Course

for the fresh students.

Description of the real data set consists of 30 TMA answer documents

Files 1.txt 2.txt 3.txt 4.txt 5.txt 6.txt 7.txt 8.txt 9.txt 10.txt 11.txt 12.txt 13.txt 14.txt 15.txt 16.txt 17.txt 18.txt 19.txt 20.txt 21.txt 22.txt 23.txt 24.txt 25.txt 26.txt 27.txt 28.txt 29.txt 30.txt

1.txt N/A 3% 59.00% 4% 5% 5% 8% 4% 51.00% 3% 7% 10% 2% 21% 80.00% 80.00% 21% 72.00% 8% 8% 57.00% 2% 18% 4% 7% 3% 27% 1% 70.00% 80.00%

2.txt 4.00% N/A 5% 1% 25% 25% 15% 3% 15% 41.00% 30.00% 6% 3% 4% 6% 5% 5% 16% 6% 16% 5% 14% 18% 10% 14% 1% 2% 13% 5% 5%

3.txt 70.00% 5% N/A 2% 7% 7% 11% 3% 52.00% 3% 9% 15% 3% 6% 75.00% 75.00% 6% 72.00% 9% 11% 43.00% 5% 22% 5% 13% 8% 31% 3% 66.00% 76.00%

4.txt 6% 2% 2% N/A 17% 17% 2% 2% 3% 16% 16% 68.00% 1% 4% 5% 5% 3% 3% 95.00% 2% 10% 1% 13% 87.00% 5% 2% 2% 1% 8% 6%

5.txt 4% 21% 6% 8% N/A 100.00% 26% 34.00% 9% 24% 93.00% 60.10% 3% 5% 5% 5% 11% 11% 57.00% 26% 7% 7% 33.00% 15% 21% 6% 10% 23% 4% 4%

6.txt 5% 21% 6% 8% 100.00% N/A 26% 34.00% 9% 23% 93.00% 59.00% 3% 5% 5% 5% 11% 11% 57.00% 26% 7% 7% 33.00% 15% 21% 6% 10% 23% 4% 4%

7.txt 7% 13% 9% 2% 27% 27% N/A 7% 16% 6% 30.00% 15% 3% 4% 7% 7% 5% 18% 15% 99.78% 6% 14% 23% 11% 17% 2% 9% 20% 6% 7%

8.txt 3% 2% 2% 2% 32.00% 31% 7% N/A 2% 4% 34.00% 34.00% 1% 18% 21% 21% 12% 21% 32.00% 7% 3% 2% 14% 19% 26% 15% 9% 12% 2% 2%

9.txt 53.00% 18% 47.00% 2% 11% 11% 20% 3% N/A 4% 7% 16% 3% 6% 63.00% 63.00% 7% 81.00% 8% 21% 40.00% 16% 25% 13% 22% 8% 21% 14% 77.00% 68.00%

10.txt 4% 63.00% 4% 14% 48.00% 46.00% 9% 8% 4% N/A 66.76% 24% 3% 2% 9% 8% 7% 5% 25% 9% 12% 3% 24% 14% 6% 3% 3% 5% 7% 8%

11.txt 5% 21% 6% 7% 78.00% 76% 20% 32.00% 5% 31.00% N/A 63.00% 3% 4% 5% 5% 11% 7% 60.00% 21% 7% 3% 26% 9% 16% 5% 10% 17% 5% 5%

12.txt 7% 4% 9% 27% 47.00% 43.00% 11% 29% 9% 11% 56.00% N/A 2% 5% 9% 9% 10% 9% 81.00% 12% 7% 3% 22% 25% 12% 8% 9% 16% 10% 9%

13.txt 3% 4% 5% 1% 6% 5% 5% 3% 4% 2% 6% 4% N/A 4% 3% 3% 4% 5% 4% 6% 3% 4% 4% 3% 3% 2% 2% 3% 3% 3%

14.txt 43.00% 7% 10% 5% 10% 10% 8% 41.00% 9% 2% 10% 13% 4% N/A 56.00% 56.00% 47.00% 48.00% 13% 9% 24% 7% 8% 55.00% 67.00% 10% 3% 6% 8% 7%

15.txt 52.00% 4% 44.00% 3% 4% 4% 6% 22% 40.00% 5% 5% 10% 1% 22% N/A 100.00% 4% 73.00% 6% 6% 42.00% 2% 22% 37.00% 25% 17% 19% 1% 56.00% 67.00%

16.txt 52.00% 4% 44.00% 3% 4% 4% 6% 22% 40.00% 4% 5% 10% 2% 22% 100.00% N/A 4% 70.00% 6% 6% 40.00% 2% 22% 36.00% 25% 17% 19% 1% 57.00% 65.00%

17.txt 36.60% 8% 9% 3% 23% 23% 9% 30.00% 9% 7% 30.00% 26% 4% 43.00% 7% 7% N/A 10% 33.00% 11% 23% 6% 18% 10% 38.00% 46.00% 6% 12% 8% 8%

18.txt 62.00% 14% 55.00% 2% 10% 10% 17% 23% 58.00% 3% 8% 12% 3% 23% 85.00% 85.00% 6% N/A 8% 18% 36.00% 13% 25% 27% 39.00% 11% 22% 11% 58.00% 63.00%

19.txt 6% 4% 6% 40.00% 49.00% 49.00% 12% 34.00% 6% 13% 61.00% 89.00% 2% 5% 7% 7% 13% 7% N/A 13% 8% 3% 24% 35.00% 12% 5% 10% 18% 5% 6%

20.txt 7% 14% 9% 2% 31.00% 30.00% 99.00% 7% 17% 6% 26% 15% 3% 4% 7% 7% 6% 19% 15% N/A 6% 13% 23% 10% 16% 2% 9% 19% 6% 7%

21.txt 67.00% 5% 48.00% 8% 8% 8% 8% 4% 40.00% 9% 9% 11% 2% 15% 70.00% 70.00% 15% 49.00% 11% 8% N/A 2% 24% 8% 8% 3% 37.00% 2% 64.00% 70.01%

22.txt 2% 21% 6% 1% 13% 13% 24% 3% 21% 2% 6% 6% 4% 5% 3% 3% 5% 22% 5% 23% 3% N/A 23% 16% 22% 1% 2% 21% 2% 3%

23.txt 16% 15% 18% 8% 35.00% 35.00% 22% 17% 19% 15% 36.00% 32.00% 2% 4% 28% 32.00% 9% 26% 29.00% 22% 19% 13% N/A 27% 19% 13% 11% 18% 16% 16%

24.txt 3% 9% 4% 44.00% 16% 16% 11% 22% 10% 9% 13% 35.00% 2% 22% 47.00% 48.00% 6% 32.00% 40.00% 10% 6% 10% 31.00% N/A 32.00% 16% 2% 9% 3% 3%

25.txt 9% 17% 14% 4% 33.00% 33.00% 23% 43.00% 23% 5% 26% 22% 3% 42.00% 43.00% 44.00% 24% 55.00% 19% 22% 9% 18% 26% 43.00% N/A 20% 9% 22% 10% 10%

26.txt 2% 2% 6% 2% 6% 6% 2% 18% 6% 2% 7% 11% 1% 5% 21% 21% 20% 11% 6% 2% 2% 1% 13% 16% 15% N/A 3% 2% 6% 6%

27.txt 44.00% 3% 44.00% 2% 16% 16% 14% 16% 25% 3% 18% 17% 2% 2% 38.00% 37.00% 5% 37.00% 17% 14% 42.00% 2% 17% 3% 10% 5% N/A 14% 39.00% 39.00%

28.txt 2% 20% 5% 1% 43.00% 44.00% 35.00% 23% 19% 4% 37.00% 38.00% 2% 5% 2% 2% 10% 21% 37.00% 37.33% 2% 20% 34.00% 15% 30.00% 3% 15% N/A 2% 2%

29.txt 80.00% 6% 72.00% 6% 4% 4% 7% 4% 70.00% 6% 7% 16% 2% 6% 97.00% 96.00% 6% 80.00% 7% 7% 67.00% 2% 20% 4% 9% 8% 36.00% 2% N/A 99.00%

30.txt 80.00% 5% 76.00% 5% 4% 4% 7% 3% 59.00% 6% 5% 13% 1% 4% 100.00% 100.00% 5% 81.00% 7% 7% 67.00% 2% 19% 4% 8% 8% 34.00% 1% 90.00% N/A

The subset-measure ground-truth data for the set of 30 TMA answer documents
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Computing time for various ngram sizes

Method Max |Diff| Average |Diff|

Plagiarism Checker X 13.59% 2.18%

ngram = 1 48.70% 31.38%

ngram = 2 12.44% 3.52%

ngram = 3 11.82% 2.12%

ngram = 4 25.34% 4.02%

ngram = 5 25.76% 4.93%

Maximum and average difference in estimating Pair-

wise similarity among the set of 30 TMA documents

The most significant 25 semantic dimensions of the 30 TMA

answer documents
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The first 5 documents are 

original while the 6th one is 

an exact copy from the 3rd

one. The 7th document 

consists of 2 parts; the first 

from the 3rd document 

while the second part from 

the 4th one. The 8th

document is an exact copy 

of the 7th one, but 50% of 

the words were changed to 

their synonyms. The last 

document is generated 

from the 7th one with 

restructuring 50% of the 

statements. 

L1.txt L2.txt L3.txt L4.txt L5.txt L6.txt L7.txt L8.txt L9.txt

L1.txt N/A 3% 4% 6% 3% 4% 6% 6% 7%

L2.txt 2% N/A 3% 3% 3% 3% 5% 5% 5%

L3.txt 2% 3% N/A 3% 5% 100% 45% 45% 45%

L4.txt 5% 4% 3% N/A 3% 3% 70% 70% 70%

L5.txt 2% 3% 5% 2% N/A 5% 5% 4% 5%

L6.txt 2% 3% 100% 3% 5% N/A 45% 45% 44%

L7.txt 4% 5% 47% 56% 5% 47% N/A 100% 100%

L8.txt 4% 5% 48% 56% 5% 48% 100% N/A 100%

L9.txt 5% 5% 47% 55% 5% 47% 100% 100% N/A

The ground-truth subset measures for the set of 9 documents

Method Max |Diff| Average |Diff|

Plagiarism Checker X 57.00% 8.02%

ngram = 1 48.74% 32.13%

ngram = 2 4.78% 2.53%

ngram = 3 4.78% 2.35%

ngram = 4 10.86% 3.59%

ngram = 5 17.40% 4.85%

Maximum and average difference in estimating similarity among  
set of 9 documents, activating the synonyms component
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L1.txt L2.txt L3.txt L4.txt L5.txt L6.txt L7.txt L8.txt L9.txt

L1.txt N/A 0.00% 0.93% 1.21% 1.60% 0.89% 1.60% 1.66% 2.06%

L2.txt 0.00% N/A 0.79% 0.77% 0.84% 0.79% 1.55% 1.61% 1.61%

L3.txt 0.57% 0.73% N/A 0.50% 1.32% 99.76% 41.03% 40.80% 39.44%

L4.txt 1.06% 1.04% 0.72% N/A 0.00% 1.17% 69.63% 68.08% 65.96%

L5.txt 0.96% 0.77% 1.29% 0.00% N/A 1.31% 0.96% 0.96% 0.96%

L6.txt 0.54% 0.74% 100.00% 0.82% 1.34% N/A 41.23% 41.00% 39.62%

L7.txt 1.12% 1.66% 46.99% 55.50% 1.12% 46.99% N/A 99.46% 99.02%

L8.txt 1.17% 1.74% 47.22% 54.85% 1.14% 47.22% 100.00% N/A 99.59%

L9.txt 1.47% 1.75% 45.97% 53.51% 1.14% 45.96% 100.00% 100.00% N/A

L1.txt L2.txt L3.txt L4.txt L5.txt L6.txt L7.txt L8.txt L9.txt

L1.txt N/A

L2.txt 0.00% N/A

L3.txt 0.93% 0.79% N/A

L4.txt 1.21% 1.04% 0.72% N/A

L5.txt 1.60% 0.84% 1.32% 0.00% N/A

L6.txt 0.89% 0.79% 100.00% 1.17% 1.34% N/A

L7.txt 1.60% 1.66% 46.99% 69.63% 1.12% 46.99% N/A

L8.txt 1.66% 1.74% 47.22% 68.08% 1.14% 47.22% 100.00% N/A

L9.txt 2.06% 1.75% 45.97% 65.96% 1.14% 45.96% 100.00% 100.00% N/A

Subset measure

Similarity measure

Subset and similarity measures for the 9 documents used to estimate intelligent similarity

doc 3

doc 6

doc 8 doc 7

doc 9

The most significant 6 semantic dimensions of the 9 documents used to estimate

intelligent similarity
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• P1 to P2 are original documents

• Sim (P3, P1)= 0.6

• Sim (P3, P2) = 0.8

• P4 is a copy of P3 with 50% 

Syns and 25% Restructuring

• SC1-SC4 are original

• Sim (SC5, SC1) = 0.5

• Sim (SC5, SC2) = 0.8

• Sim (SC5, SC3) = 0.3

• Sim (SC5, SC4) = 0.6

• 50% of SC5 changed to Syns

• 25% of SC5 restructured

0

500

1000

1500

2000

2500

3000

3500

4000

4500

PAN1 PAN2 PAN3 PAN4 SC1 SC2 SC3 SC4 SC5

N
o

. o
f 

W
o

rd
s

Test Documents

Stop Words

Indexed Words

0%

20%

40%

60%

80%

100%

120%

P3(P1) P3(P2) P4(P3) S5(S1) S5(S2) S5(S3) S5(S4)

Si
m

ila
ri

ty
 S

co
re

Plagiarized Files

Exact Similarity Score

Plagiarism Checker X

n-gram=1

n-gram=3

n-gram=5

n-gram-R=3

n-gram-R=5
Tool av 

Plagiarism Checker X 27.60% 

Proposed 

Method 

n-gram=1 14.43% 

n-gram=3 3.52% 

n-gram-R=3 13.52% 

 n-gram=5 3.42% 

 n-gram-R=5 3.54% 

 



30 Ashraf S. Hussein                                                                 RCIS 2015, Athens, Greece  May 13-15, 2015

Arabic Document Similarity Analysis using N-grams and Singular Value Decomposition

Results and Discussions
Real Experiment 4

 The document set consists of 300 Arabic documents of average 

830 words.

These documents ate generated from 20 original documents 

acquired from the portals of the Egyptian newspapers and related 

to the Egyptian political situation.

From each original document, 5 documents were generated by 

restructuring 50% of the original document statements as per the 

schema shown. 

For the same target segments suggested in the shown schema, 5 

documents were generated from the original ones by changing 50% 

of the words per each document to their synonyms.

The last group of documents was generated by randomly changing 

50% of the words of the second set of documents (restructured 

documents) to their synonyms. 
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Conclusions
A new plagiarism detection system for Arabic text documents is 

proposed based on modeling the relation between documents, 

under consideration, and their n-gram phrases. 

POS tagging is applied on the examined documents to support 

in resolving the morphological ambiguity during text 

normalization. 

Heuristic pairwise phrase matching algorithm is introduced to 

build the documents TF-IDF model, considering substitution of 

words with their synonyms.

Finally, the hidden associations of the n-gram phrases 

contained in text documents are investigated using the LSA, 

employing the SVD.

The proposed system exhibited strong capabilities in 

discovering literal plagiarism, and it could be considered as a 

serious step to-wards detecting intelligent plagiarism. 
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